Global State Routing: A New Routing Scheme for Ad-hoc Wireless Networks

Tsu-Wei Chen and Mario Gerla
Computer Science Department
University of California, Los Angeles
{tsuwei,gerla@cs.ucla.edu

Abstract work and propose issues for future research in section VI.

Inan a'd—.hoc environment with no wired communication infras'-”_ Previous Work
tructure, it is necessary that mobile hosts operate as routers in
order to maintain the information about connectivity. However, Several routing schemes based on DBF (distributed Bellman-
with the presence of high mobility and low signal/interferenceFord) [1] or LS (link state) [2] have been proposed in the past
ratio (SIR), traditional routing schemes for wired networks arefor both wireline or wireless networks. The advantages of DBF
not appropriate, as they either lack the ability to quickly re- are its simplicity and computation efficiency due to its distributed
flect the changing topology, or may cause excessive overheacharacteristic. However, the slow convergence and the tendency
which degrades network performance. Considering these restriof creating routing loops make DBF not suitable for a wireless
tions, we propose a new scheme especially designed for routetwork with high mobility. Though approaches were proposed
ing in an ad-hoc wireless environments. We call this schemén [3, 4, 5, 6] to solve looping problem, none of them overcome
“Global State Routing” (GSR), where nodes exchange vectors ahe problem of slow convergence.

link states among their neighbors during routing information ex- |, part for these reasons, LS is preferred and used in many
change. Based on the link state vectors, ngdgs maiptain a globalodern networks like Internet [7] or ATM [8]. In LS, a global
knowledge of the network topology and optimize their routing de ey ork topology is maintained in all routers, and any link change
cisions locally. The performe_mce qf the algorithm, studl.ed in thisi)| pe updated by flooding immediately. As a result, the time re-
paper through a series of simulations, reveals that this schemgireq for a router to converge to the new topology is shorter than
prowdes a better solution than existing approaches in a truly mo;, pBE. Since global topology is maintained, preventing routing
bile, ad-hoc environment. loop is also easier. Unfortunately, as LS relies on flooding to dis-
|. Introduction seminate the update information, excessive control overhead may

be generated, especially when the mobility is high. In addition,

In an ad hoc wireless network where wired infrastructures argec4use of the large amount of small packets, flooding is also in-
not feasible, mobility and bandwidth are two key elements preggicient for the radio MAC layer.
senting research challenges. Mobility causes the life time of a A third routing scheme proposed recently for ad-hoc wireless
connection between two hosts to vary greatly; and limited band- work i I % “on-d P c? " N y . th e b
width makes a network to be easily congested by control sigr-1e Work 1S cafled - on-demand - routing. - Namely, the route be-

nalling. Routing schemes developed for wired networks seldon}Veen SNO nt(_)des IS gomp:juted when t?ere is a need. Mrc])stgo%
consider restrictions of this type. Instead, they assume that thqeeman. routing are based on a query/response approac [9, 10,
]. Since flooding is used for query packet dissemination and

network is mostly stable and the overhead for routing messag " int q d routing tends to b inefficient
is negligible. Considering the difference between wireless an{PU'e maintenance, on-demand routingtends to become inetiicien
gvhen traffic load and mobility increase.

wireline network, we believe it is necessary to develop a wireles
routing protocol that reacts quickly to changes of netwc_)rk topolm_ The Global State Routing
ogy but consumes only a reasonable amount of bandwidth for the
control traffic. Our goal is to design a routing scheme that is MAC efficient
In this paper, we propose a new routing scheme for ad-hoim ad-hoc wireless radio networks. That is, the control packet
wireless networks. It is MAC (medium access control) layer ef-size should be able to achieve optimized MAC throughput, and
ficient because the overhead of control message is kept low. the number of control packet should be controllable. We prefer
still provides accurate solutions for finding optimal paths. Theto maintain the knowledge of full network topology as in link
rest of this paper is organized as follow. In section Il, we surveystate routing, but wish to avoid the inefficient flooding mecha-
the existing wireless routing protocols. Then we propose a newism. Therefore, we develop our scheme based on LS, which has
routing scheme in section Ill. Section IV presents the complexitgthe advantage of routing accuracy, and we adopt the dissemina-
analysis of this scheme and compares it with others. To verifyion method used in DBF, which has the advantage of no flooding.
the effectiveness, we simulate a mobile environment and the r&his scheme is called “Global State Routing” (GSR), and more
port the performance results in section V. Lastly, we conclude oudetailed description is given below.



A. Network Model tects topology changes. GSR doesn't flood the link state packets.

The ad-hoc wireless network is modeled as an undirected gra| Hs:ezd,tngties in tGSR ma}mtglfn the Ilnkhsgatg tablz baseddon the
G = (V,E), whereV' is a set ofV'| nodes and is a set of E| up to date information received from neighboring nodes, and peri-

undirected links connecting nodeslih Each node has a unique pdigally e'xchange it Wit.h their Ioca] neighbors only. Information
identifier and represents a mobile host with a wireless communl® disseminated as the link state with larger sequence numbers re-
places the one with smaller sequence numbers. In this respect, itis

cation device with transmission rangg and an infinity storage "™ .
ge y 9 ilar to DBF (or more precisely, the DSDV [4]) where the value

space. Nodes may move around and change their speed and 8{{‘1. i ) laced ding to the fi ¢ f
rection independently. An undirected lirfk, j) connecting two ot distances IS replaced according to the ime stamp of sequence

nodesi and j is formed when the distance betweeandj be- ~ NUMPer-
come less than or equal fa Link (4, j) is removed fromE when  D. Shortest Path Computation

nodei and; move apart., and out of their transmlss!on ranges. FindSP(i)creates a shortest path tree rooted dh principle,

For each nodé, one list and three tables are maintained. They,,, existing shortest path algorithm can be used to create the tree.
are: a neighbor listl;, a topology tablel'T;, a next hop table |, ihis paper, however, the procedure listed in Fig. 1 is based on
NEXT; and a distance tablp;. A; is defined as a set of nodes ¢ pijkstra's algorithm [12] with modifications so that the next

that are adjacent to'node Each destinatiqgi has an entry iq ta- hop table NEXT;) and the distance tables{) are computed in
ble T'T; which contains two partsI'T;.LS(j) andTT;.SEQ(j). parallel with the tree reconstruction.

TT;.LS(j) denotes the link state information reported by ngde At nodei, FindSP(i)initiates with P = {i}, then it iterates

andI'T;.SEQ(j) denotes the timestamp indicating the time node, i p — V. In each iteration, it searches for a noglsuch

j has generated this link state information. Similar, for every desfhat nodej minimizes the value ofD; (k) + weight(k, j)), for

tinationj, NEXT;(j) denotes the next hop to forward packets des jandk, wherej € V — P, k € A; andweight(k,j)# oo.
tined toj on the shortegt pgth, whilB;(j) denotes the distances Once nodej is found, P is augmented withj, D(j) is assigned
of the shortest path fromto j. to D(k) + weight(k,j) andNEXT;(j) is assigned taext; (k).

Additionally, a weight functionweight £ — Zy , is used 10 Thatis, as the shortest path frano j has to go througlt, the
compute the distance of a link. Since min-hop shortest path is thg,.cessor for to j is the same successor foio k.
only objective in this paper, this weight function simply returns

1 if two nodes have direct connection, otherwise, it retuns V. Complexity
This weight function may also be replaced with other functions for In this section, we analyze the complexity of the GSR scheme
routing with different metrics. For instance, a bandwidth functionand compare it V\;ith two other routing schemes: DBF and LS. The

can be used to realize a QoS routing. complexity is studied under five aspects:
B. Algorithm . . .
_ _ o _ 1. Computation Complexity (CC): the number of computation
ning, each node starts with an empty neighbor list;, and an update message is received;
empty topology tablg'T;. After node: initializes its local vari-
ables with proper values as described in procetlogelnit(i), it 2. Memory Complexity (MC): the memory space required to

learns about its neighbors by examining the sender field of each store the routing information;
packet in its inbound queuBktQueue That is, assuming that all
nodes can be heard hyarei’s neighbors, nodéadds all routing 3. Data Complexity (DC): the aggregate size of control pack-
packet senders to its neighbor ligt;. ets exchanged by a node in each time slot;

Nodei then invokes?ktProcess(i}o process the received rout-
ing messages, which contain link state information broadcasted 4.
by it neighbors.PktProcess(imakes sure that only the most up
to date link state information is used to compute the best route by 5
comparing the embedded sequence numpler,SEQ(j), with '

Packet Complexity (PC): the average number of routing
packets exchanged by a node in each time slot;

Convergence Time (CT): the times requires to detect a link

the ones stored in nodés local storage, for each destination change.

j. If any entry in the incoming message has a newer sequence

number regarding destinatign 77;.LS(j) will be replaced by  protocoll CC MC DC PC CT

pkt.LS(j), andT'T;.SEQ(5) will be replaced bykt.SEQ(j). GSR ON?) | O(N -d) | O(IE))/T | 0(1) | O(D-1)
After the routing messages are examined, nodgbuilds the | | g O(N?) | O(N?) | O(|E|)/I | O(N) | O(D)

routing table based on the newly computed topology table andpgpg O(N) | O(N) O(N)/T | O(1) | O(N-T)

then broadcasts the new information to its neighbors. Such pro-=
cess is periodically repeated. Table 1. Complexity Comparison

C. Information Dissemination

The key difference between our GSR and traditional LS is the Table 1 shows the results of our comparison. In the talle,
way routing information is disseminated. In LS, link state packetslenotes the number of nodes in netwdik|§, D denotes the max-
are generated and flooded into the network whenever a node deaum hop distance, the diameter, in the netwafland I denote



the degree of node connectivity and the routing update intervainterval and radio transmission range.

respectively. . _A.1l. Routing Inaccuracy Routing inaccuracy is checked by
GSR and LS have same memory complexity and computatiogymnaring the next hop table of each node with the tables gener-
complexity as both maintain the topology for the whole networkaseq by an off-line algorithm. This off-line algorithm has knowl-
and use Dijkstra’s algorithm to compute shortest path routes. Diédges of the exact network topology to compute the optimal so-
jkstra's algorithm requires typicallp)(N?) steps to compute the |tion for each node at each time slot. For a destination which is
shortest paths from one source to all destinations, although it i) far away, an incorrect value in the next hop table is less crit-

possible to reduce itt0(NlogN) [12]. O(N?) memory spaceis jca| than nodes that are close by. Considering this, we define the
required to store the network topology represented by a CoNNegs ting inaccuracy for node A;, as:

tion matrix. As for DBF, it has complexity aD(N) for comput-

ing and memory, as it only keeps the distance information for each 1

destination, and computes shortest paths in a distributed fashion. Z
For the data complexity, in GSR each node broadcasts infor-

mation for/V' x d links on average, and the complexity is divided han the overall routing inaccuracy is computed by averading

by I, the update interval. LS, on the other hand, has similar acgy, 1 ; ¢ N, whereN, nezt; (), hop;(), D are defined in section
cumulated data size for each link update, but its update intérval ||| and nexti () is the next hop table computed by the off-line
may become extremely small when mobility increase. This issuealiqorithm. M

to be addressed shortly, was verified through simulation. )

In addition, as LS transmits one short packet for each link up£-2- Control Overhead The control overhead is evaluated
date, its packet complexity can be as highCi&V) when the mo- by examining the average number of rout!ng control packets ex-
bility is high. On the other hand, both GSR and DBF transmit &c1@nged on each link. The reason for using the number of con-

fixed number of update tables using longer packets to optimize tHgC! Packets instead of the total control bits exchanged is due to
MAC throughput. the characteristic of radio devices and MAC layer protocol. It is

Lastly, the convergence time for GSR is also superior than thahnown thata radic_J device spe;nds qonsiderable time tq Switch from

for DBF. In fact, if shorter update interval is used, GSR can con!ECeIVe to transmit mode. This typically excgeds the time use.d.f.or

verge as fast as LS. ;endlng a small packet. If spregd §pectrum is used, the acquisition
time may become even more significant.

V. Simulation For LS, we account for each link state packet that is generated

by a node either because it detects a topology change, or it re-
static network with higher link failure rate, we used a truly mobile °€'VES ON€ from its neighbors and forwards it by flooding. Each of

. ) ; . s acket requires a transition for radio device from receiving mode
environmentin our simulator to determine the connectlvr[yamongffO transmitting mode. For DBE tvoe alaorithm. a routing table up-
mobile hosts. The simulation is programmed in C++ to simulate 9 ' ype alg ' 9 P

. ) . date is counted as one packet. This is under the assumption that
an environment of 50& 500 unit. Arbitrary numbers of nodes, ) . : )
. ) . ' the routing table can be transmitted in a fixed number of consecu-
representing the mobile hosts, move independently on their ow]: : . . L
X . o . : ive MAC layer frames (without transmit/receive switching.)
trajectories within this virtual space. The maximum moving spee

(D — hop;(k) + 1)
next;(k)#next?, (k)

Unlike in [5, 4, 9, 10], where wireless network is simulated by

and the number of nodes are given at run time. B. Simulation Results

Additional assumptions used in our simulations includes: In addition to routing accuracy and control overhead, we also
(1) no node failure during simulation; _ . _ examine the impact to performance due to changes in mobility,
(2) node number is always constant in the run time of simulationjpdate interval and radio transmission range. These results are
(3) atime slotted system; summarized below.

4 i issi is fi hichi ifi h .
(4) radio transmission range is fixediatwhich is specified at the B.1. Routing Inaccuracy Fig. 2 shows the inaccuracy of dif-

beginning of the simulation; t routi h ¢ diff t nod ds. LS f
(5) two nodes can hear each other if they are within thetransmi{?"’jn routing schemes at dilerent node Speeds. performs
est at all speed ranges, since it reacts the fastest to the topol-

sion range, that is, open space channel model is used. . .
Three routing schemes: DBF, LS and GSR are used exclusiveR?Y changes. .GSR performs less accurately thgn LS since it up-
in the simulation. The DBE and LS are based on the schemesates the rogtlng information only every three time slots. How-
described in [13]. Both DBF and GSR can be executed with gUen GSR still performs better than DBF.
routing update intervallj) specified at run time. By defaull, ~B.2. Control Overhead As shown in Fig. 3, both DBF and
is set to 3 (one update per three time slots), while in LS, node&SR algorithms have a flat distribution of packet overhead, which
flood link state packets whenever they detect changes in their localeans the overhead of both cases remains constant regardless of
connectivities. Also, the number of nodes in our simulation is semobility. This is because nodes in both schemes exchange routing
to 60. information periodically with only their adjacent neighbors. On
the other hand, with LS schemes, the overhead is much worse
than DBF and GSR which means more packets are generated. The
Two metrics are used to evaluate the routing performancesgigures also show that as degree of mobility becomes higher, the
routing inaccuracy and control overhead. Using them, we examaverhead for LS increases. This validates that LS is not suitable
ine the impact to the performances of different mobility, updatefor high mobility environment.

A. Performance Measurements



B.3. Mobility Impact As Fig. 3 shows, the control overhead  Our future plan includes the evaluation of MAC layer impact
for LS increases rapidly as nodes move at higher speeds. An ute the routing efficiency. This requires enhancements to our simu-
manageable flood of packets overwhelms the radio channel atators with different MAC layers such as MACA, MACA/PR and
dominates packet queue in each node. On the other hand, mob@luster/TDMA [14]. QoS routing for multimedia support in wire-
ity has no effect on control overhead for DBF and GSR. This idess environment is also considered to be embedded in GSR since
reasonable because in LS, routing updates are event driven: a natprovides higher routing accuracy without sacrificing bandwidth.
sends a link state packet into the network whenever changes in iBesides simulation, implementing GSR in an IP wireless testbed
neighborhood are detected. And a large amount of these link staigalso in progress.
packetg will then be ggnerated dge tg the roodlr?g mechanlsm. References
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proc Nodeg(i) = proc FindSRi) =

Nodelnit(i); Dijkstra’s shortest-path algorithm
while TRUE do P« {i};
if PktQueue# ¢ !! packet received D;(i) < O;
foreach pkt € PktQueuedo foreachz e {j | (j € V) AN (j #14)} do
A; <+ A; U {pkt.sourcég if x € T7;.LS (%)
PktProcesg, pkt) then D, (x) < weight(i, x);
od; NEXT (k) < k;
fi elseD;(x) < oco; NEXT;(k) < —1;
FindSRi); fi
if (clock() mod Updatelnterval = 0O od
RoutingUpdaté&r); while P £ V do
fi foreachk € Vv — Pl € P do
CheckNeighborg); Find (I,k) such that
TT;. LS(%) < Ay weight(l, k) = min{D;(l) + weight(l, k) };
od od
. P« PU{k};
proc Nodelnit(i) = D;(k) < D;(1) + weight(l, k);
foreachj € V' NEXT (k) < NEXT;(1);
do od
Ai(J) < & -
D;(j) < oco; proc PktProces@, pkt) =
NEXT;(j) < —1; source<— pkt.source
SEQ;(j) < —1; TT;.LS(j) < TT;.LS(7) U {sourcg;
od foreachj e V
A; «— A; U{x | link (i,z) existg; do
TT;.LS(8) + As; it (#) A PEt.SEQ()) > TTi.SEQ(H))
D;(i) < O; then begin
NEXT; (i) < i; TT;.SEQ(j) + pkt.SEQ((i);
t; < O; TT;.LS(j) < pkt.LS(i);
SEQ;i(i) < ti; end
. fi
proc RoutingUpdatéi) = od
t; < t; + 1; .
TT;. SEQ(i) < t;; proc CheckNeighborg) =
TT;. LS(i) < @3 foreachj € A; do
foreachz € A4; if weight(i,j) = oo
do A=A, —{j}
T15.LS(i) < TT5.LS(G) U {x}; fi
od od

messaga T <« {i,T7T;};
messagead <— i;
broadcadtj, message toall j € Aj;;

Fig. 1. The GSR Protocol
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