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1 Introduction

For over a decade the rising distributed ledger technology (with blockchain being the most prominent of its
flavors) has breathed new interest into Byzantine fault tolerance (BFT) research [1, 4, 35, 61, 89, 122, 124].
Especially the blockchain “rush” of the past recent years has driven researchers to invest effort into more
time, communication, energy-efficient distributed ledger solutions. Expectations are still high for the future
of this technology and the research field is mature but still far from being saturated. Given that BFT is in the
heart of distributed ledger protocols, the attested rejuvenation of BFT research is no stumper. Whilst several
Byzantine consensus approaches like proof of work, or proof of stake have appeared as novel in the field,
past experience in the Byzantine-tolerant state machine replication paradigm was also employed in ongoing
research.

Solutions following the more “traditional” BFT solutions have leveraged on both deterministic and ran-
domized solutions. The former depend on timing assumptions [3, 21, 37, 74, 124] and failure detection,
and the latter on randomization, both with the aim to bypass the landmark FLP impossibility result, which
shows that agreement in asynchrony is impossible in the presence of even a single failure [65]. Appending
the blocks of a blockchain in a commonly accepted order is equivalent to the task of BFT state machine repli-
cation [1, 122], and the blockchain protocols employed are based on solving consensus or atomic broadcast.

In a parallel line of work, some solutions seek to endow BFT with the fault tolerance property of self-
stabilization [53]. This property enables the automatic recovery of a system from any “illegal” (unantici-
pated) system state back to a state where it achieves its designed functionality [55]. Existing self-stabilizing
BFT protocols are deterministic, based either on timing assumptions [22] or on failure detection [56]. We
look into existing work on asynchronous BFT solutions employing randomization, as well as asynchronous
randomized Byzantine consensus and atomic broadcast as these can be leveraged towards state machine
replication. We move towards such randomized solutions because randomization is known to lead to sim-
pler algorithms, and allows the removal of timing assumptions that existed in previous works [105], [91,
p. xiv], [100, p. ix]. We also highlight potential challenges that could arise while constructing a self-
stabilizing BFT solution based on randomization.

*This survey was carried out during the fall of 2020 for the “Efficient Self-stabilizing Byzantine Fault Tolerance” project and it
was made possible by the ONISILOS post-doctoral scheme of the University of Cyprus. See https://www.cs.ucy.ac.cy/
essbft
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2 State Machine Replication

Fault-tolerance is a vital system property [64, 72, 85, 108]. This is not surprising since system failures,
whatever their source might be (power failures, hardware and software failures, communication interrup-
tions, DoS and other cyber-attacks), have already had severe repercussions on industries, services, and
governments. The commodity of fault-tolerance has thus seen major day-to-day gains [24, 25, 95] over the
past decades. A system designer who ignores today’s state-of-the-art in fault tolerance is paving the way to
utter failure.

A standard fault tolerance technique is redundancy [116]. Building systems that cater for redundancy,
namely keeping multiple copies of a distributed object, renders systems more robust by masking replica (or
processor) failures and provides availability and performance in the case of queries [47, 64, 117]. Neverthe-
less, redundancy is not a free dessert. Using it gives rise to an important problem; that of consistency: How
can the system retain consistency of state in every single replica when the distributed object is being changed
possibly concurrently? The user of a distributed system must be able to receive a consistent, up-to-date view
of the distributed object it is querying or processing. Replication [40] is a well-known and widely studied
paradigm in distributed computing to realize redundancy, i.e., to create multiple copies of a (possibly) dy-
namic object. The aim is to ensure that redundancy is leveraged towards masking failures and providing
availability, but not at the expense of the reliability of data, while also attempting to preserve performance
during replica updates [108]. There are several approaches, and, depending on the task, one may choose to
relax the need for strong consistency, for example, to achieve better performance and availability [23].

Several methods have been suggested over the years to retain the consistency of replicated objects. State
machine replication (SMR) [75, 110] is one of the most popular ones. It emulates the state transitions of
one replica—possibly of a leader also known as the primary or coordinator—in every other replica in the
system through the execution of the same commands, with the same input, on the same state variables, and
in the same order. There is a very long list of research papers on the topic from many years back. In the last
few years, though, a flavor of SMR tolerating malicious entities (also known as Byzantine Fault Tolerance -
BFT) became a hot topic. The reason? The rise of the Blockchain. Before we make the connection of SMR
to a blockchain, we first look into SMR under hostile environments.

3 Byzantine Fault Tolerance

The most severe type of failure in distributed computation is the arbitrary or“Byzantine” one [78], in which
some processors may act arbitrarily by not following the specified algorithm. This model abstracts the
“intentions” of the faulty components of the system. It includes both malicious agent actions, and non-
intentional faults like occasional communication failures causing packet corruption of outgoing data, or a
flickery power supply [117]. State machine replication in the presence of arbitrary faults is a long-studied
problem [37, 46] and solutions of it come under the name of Byzantine Fault Tolerance (BFT). The research
area is defined by two main impossibility results. The FLP [65] impossibility suggesting that asynchronous
agreement is impossible if a single failure is allowed, and Lamport et al.’s result [78] that agreement is
achievable (only in synchrony) if the processors that can act arbitrarily constitute less than a third of the
processors’ set.

Since then, several ways have been proposed to bypass the impossibilities for the general case [46].
Popular ways to do this, are to introduce some synchronism to the model and assume a known delay to the
system’s communication [63, 114]. Another way is to employ a failure detection mechanism [38], while
some works move on to modify the problem and ask for weaker guarantees [119]. Finally, a different
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approach is to relax the requirement for a deterministic solution and use randomization [10], a direction that
we will further elaborate on in the sequel.

A seminal paper on BFT replication is Practical Byzantine Fault Tolerance (PBFT) by Castro and Liskov
[37]. Its main assumption to achieve Byzantine-tolerant replication is that the number of Byzantine proces-
sors, do not exceed one third of the complete processor cohort. Further, it requires a consistent initial state
and an unbounded local memory and access to cryptographic mechanisms to ensure that messages are not
forged. Do note that if any of these assumptions fail and lead to corruption of the local state, then the sys-
tem is likely to malfunction and fail to provide its safety guarantees. A series of similar works build on
PBFT, like the one by Cachin et al. [30] and Zyzzyva [74], or try to introduce other novel techniques to
achieve better performance like the Spinning algorithm with a rotating primary [121], BFT-SMART [21],
and ABSTRACT [12].

Two directions that can lead to BFT are to solve either Byzantine agreement/consensus or Byzantine
atomic broadcast. The first solves the problem of a set of correct processors agreeing (in the presence of
malicious entities) on a single value. This can be extended to agreement on several values and further
on a common order of delivery of several messages. The second approach is a message delivery protocol
guaranteeing that the same set of messages is either delivered to any correct processor in the system in the
same order or it is not delivered at all. The two approaches were shown to be equivalent [38, 90], although
their complexities may differ [6]. Because the FLP result was shown to hold for the Byzantine agreement,
then due to the equivalence the impossibility also holds for Byzantine atomic broadcast. Examples of papers
tackling Byzantine consensus is Byzantine Paxos [77] and Fast Byzantine Consensus [87]. A survey on
the topic can be found in [46]. Byzantine atomic broadcast is a well-researched topic [50, 106]. It is
commonplace to build atomic broadcast on top of a multi-value consensus protocol [44].

Distributed ledgers, a form of which is the blockchain, require some way of agreeing on a common
history of transactions (these being the blocks added to the blockchain) [1, 69, 102, 109, 122]. An efficient,
highly fault-tolerant SMR service can achieve this since it can leverage high availability and a high volume
of transactions. A blockchain system with low throughput and slow transaction processing is doomed to be
annihilated by high competition.

3.1 The connection: BFT and Blockchain

Currently, the Bitcoin cryptocurrency caters for (a very limited number of) 7 transactions per second. At
the same time the annual computing power to mine Bitcoin corresponds to a whopping 33.5 metric tons of
carbon dioxide equivalence [94]. Mining is generating proof of work, which is the mean by which the bitcoin
blockchain achieves Byzantine agreement on the order of blocks. The low number of transactions per second
and the high energy consumption in a society that strives to become greener have been a strong motive to
research other directions. Newer cryptocurrencies and other blockchain (and in general distributed ledger)
technologies, are seeking better, more economic, eco-friendly and scalable ways to build an immutable
transaction log [81, 89, 122]. BFT solutions are promising in providing this service.

BFT consensus is an integral part of these advances [1, 43] as explained before. BFT is employed, for
example, by the Hyperledger Fabric [31, 122]. Specifically, it uses the BFT-SMART [21] implementation.
HoneyBadgerBFT [89] guarantees tolerance of up to a third of malicious processors and a throughput of tens
of thousands of transactions per second in an asynchronous setting by building a novel atomic broadcast al-
gorithm. Hybrid approaches of BFT and of simpler crash-tolerant algorithms have emerged to improve
performance. Examples of this approach are XFT [81] and Tendermint [28]. The topic is hot and moving
fast, driven both by academic and industrial research [38, 39]. To our knowledge, most BFT-based protocols
assume some kind of assumptions on the synchrony of the system, beyond the standard liveness assump-
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tion that messages are eventually delivered. Only those protocols that employ randomization do not need
additional synchrony assumptions. We review several works that require timing assumptions and look more
carefully at solutions employing randomization in the next subsection.

Hotstuff [124] is a BFT protocol for the partial synchrony model. It is proposed to be the first such
algorithm that is also linear in communication complexity and can achieve consensus within the actual
network delay (and not the maximum). The protocol proceeds in views (a monotonically increasing counter)
and each view has a leader. The state comprises of a tree whose nodes store the client’s requests and other
data related to the algorithm. Branches of the tree become committed when the leader collects votes from
a quorum of n − f processors approving the three phases of committing. A threshold signature scheme
generates the signed votes of the processors to generate an authenticator of the commit decision. The
authors then proceed to an interesting simplification of the first protocol to provide Chained HotStuff. In
this version of the algorithm, it is noted that the initial protocol had three phases that where similar. They,
thus, present a single generic view to replace these, where the second phase of a client request is actually
relayed to the processor of the next view.

SBFT [68] is a BFT service optimized for the executes of Ethereum EVM smart contracts of hundreds of
of replicas. It employs a message collector processor and threshold signatures to reduce the communication
cost. Asynchrony is assumed, but synchrony (distinguished as two different synchrony modes) is required
for liveness. The protocol has three phases (following the PBFT paradigm) and uses a primary to proceed
replication. Each view has different primary who collects requests from clients and bundles them and sends
them to the other replicas. Two rounds of signing requests (with threshold signatures) and sending them to a
collector replica are performed before the request is executed and the client is informed. View changes take
place upon timer expire or if the primary is shown as malicious by publicly verifiable proof. The evaluation
shows improvements over PBFT, and that optimizations induced on SBFT do indeed have effect. Finally,
experiments on real-life Ethereum smart contract executions are suggested to gain a tenfold speed-up (in
transactions per second).

Tendermint [28] is another round-based Byzantine consensus algorithm for the partially synchronous
model. It uses a gossip protocol for inter-process communication, and digital signatures for messages, such
us a processor can know who was the original sender of a message forwarded by any other processor. SMR
takes place by sequential instances of “validity predicate-based” consensus to decide upon each block. This
consensus protocol follows the usual agreement and termination properties that any two correct properties
decide on the same value and that all correct processes eventually decide. A third property, validity, holds
when a given predicate valid() is true. The protocol, rather than considering n to be the number of pro-
cessors, takes n to be the total voting power of processes in the system. In this sense, it is optimal as it
can tolerate the combined voting power of malicious processors to be up to n = 3f + 1. The consensus
rounds proceed, with each requiring three phases before committing a block, and blocking is prevented by
using timeouts. The termination mechanism is considered as novel, and takes advantage of the gossip-based
communication.

The Algorand cryptocurrency [41] uses the Byzantine agreement protocol BA*. BA* does not count
a vote per processor, but requires 2/3 of some weighted user total to append a block. It is a consensus
by committee protocol, where the committee is chosen randomly with some bias introduced according
to the weights of the users. Committee selection is performed privately and non-interactively by local
computations using cryptographic public keys and information from the blockchain itself. This approach
is suggested to mitigate attacks on users before they initiate the BA* protocol. Algorand requires a series
of assumptions, such as that more than 2/3 of the money in the currency is held by honest users, and for
liveness it requires strong synchrony, namely, that messages are delivered within a known time bound. It
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also requires “weak synchrony” to maintain safety. In such periods of weak synchrony the system proceeds
by sending tentative blocks, which are committed in periods of strong synchrony.

Placing guarantees on timing assumptions may seem reasonable, if a system performs well “most of the
time” in terms of communication. Nevertheless, approaches that can immediately progress once messages
are delivered, rather than delaying even after some synchrony is established, have gained particular appeal.
Creating a system that is free from synchrony assumptions appears more graceful than struggling with
communication uncertainty in decentralized systems. Given the FLP impossibility, one can trade timing
assumptions with non-determinism. (We note that while Algorand uses randomness to choose a group of
verifier processors, its correctness depends on timing assumptions. The random component serves as a
measure against the common cryptocurrency issue of concentration of voting power by a handful of users.)

3.2 Randomized BFT

As was expected, the research community that tackled the BFT problem was interested in randomized
solutions as well. Randomized algorithms were popularized in computer science for two generally accepted
attributes: simplicity and removal of timing assumptions [105], [91, p. xiv], [100, p. ix]. For some problems,
the only known polynomial time solutions are probabilistic.

3.2.1 Preliminaries

Given the FLP impossibility mentioned before, the results by Rabin [105] and Ben-Or [18] on randomized
agreement were the first to use probabilistic methods to circumvent the impossibility, rather than invoking
timing assumptions limitations. The above works were followed by many other papers [7, 8, 30, 33, 34,
93, 118]. The idea (as given by Ben-Or [18]) is that if a process during a round receives a majority vote on
a single value, it decides in favor of this value. Otherwise, it changes its proposed value in the next round
by flipping a coin. The correctness proof places special focus on proving that the algorithm will terminate
with high probability; in other words, executions that do not terminate occur as events with probability 0.
Contrary to other cases, the efficiency of randomized agreement protocols has been criticized as having high
communication (due to comparatively high number of communication steps) and computational complexity
(due to customary employment of cryptography) [93].

Whilst being novel in using randomization to bypass FLP, Ben Or’s approach induced an exponential
number of rounds (unless f = O(

√
n), n being the number of processors), and tolerated no more than a

fifth of the processors being malicious, which is not optimal. Rabin [105] introduced a shared coin, such
that a sequence of coin tosses is distributed to all processors before the agreement protocol is initiated. The
algorithm assumes message authentication with digital signatures. It can tolerate f < n/10 of malicious
processors in an asynchronous setting, but it achieves agreement within 4 rounds. Toueg [118] gave an
optimal algorithm tolerating f < n/3 faulty processors with the same setting. In this case more rounds
were required, yet these were again constant in number.

At the beginning of the millenium, Cachin et al. [34] presented SINTRA which achieved replication on
Byzantine-tolerant atomic broadcast. In particular, it employs threshold cryptography for: (i) digital sig-
natures, (ii) coin-tossing, and (iii) public-key encryption (although for (i) it is stated that standard digital
signatures suffice). Based on this it implements broadcast primitives and binary agreement, which them-
selves are used to achieve multi-valued agreement resulting to atomic broadcast. The resulting protocol is
a secure causal atomic broadcast protocol. The threshold schemes for coin tossing comes from Cachin et
al. [33] where Byzantine agreement is achieved in constant time and the protocol is optimal in the number
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of malicious processors that it can tolerate. In this parallel work, a trusted dealer is required in an initial
setup phase. From then on, the system can implement a transaction processing service that is considered
to suffice for an unlimited number of requests. The threshold scheme is not used directly by the agreement
component, but indirectly through its employment by the coin-tossing and digital signatures schemes.

In a very recent work by Abraham et al. [2], the authors solve asynchronous multi-valued Byzantine
agreement. Validity is given by an external validity function (as in the case of Tendermint and in a trend
following [32]), thus the problem solved it tipped a Validated Asynchronous Byzantine Agreement (VABA).
Previous results [33] gave reductions of VABA from binary agreement (which is agreement on a single value
from 2 possible values rather than from multiple values as is the case of VABA). Abraham et al. take a dif-
ferent approach through a view-change-based solution (much used in partially synchronous algorithms). It
avoids binary agreement by running n threads of leader election and then randomly electing a leader retro-
spectively. Timeouts (much needed in most partially synchronous protocols) are replaced by the knowledge
of progress of n− f leader-election threads. This VABA solution also uses cryptographic abstractions such
as threshold signatures and threshold coin-tossing. The protocol is secure against an adaptive adversary,
and optimal in resilience (tolerating 3f + 1) and in word communication with O(n2) messages (where a
message is roughly the size of one or two threshold signatures).

In another recent work, Cohen et al. [42] provide the first, as suggested, sub-quadratic binary Byzantine
agreement algorithm. The authors employ public-key cryptography to build a shared coin and use verifiable
random functions. The sub-quadratic word complexity comes at the cost of not having optimal resilience
(n ≈ 4.5f ), and also having both safety and termination guaranteed with high probability.

3.2.2 Blockchain-oriented randomized BFT

Because of increased interest on BFT for distributed ledgers, many BFT protocols have been proposed.
Some of these employ randomization.

HoneyBadgerBFT [89]: This was the first work on a randomized BFT solution that was leveraged
towards blockchains. The paper emphasizes its decision to focus on randomization rather than placing
timing assumption/failure detectors to circumvent the FLP result. To this end, it provides specific examples
of executions where PBFT-like protocols requiring some weak synchrony assumption may fail to progress
whilst in the same scenarios asynchronous protocol can progress. Moreover, it is suggested that randomized
BFT protocols can recover and progress faster than their weak-synchrony counterparts when messages are
delivered. The HoneyBadger service is proposed as the first BFT atomic broadcast protocol that provides
optimal asymptotic efficiency in the asynchronous setting. Structurally it follows SINTRA. The two main
lines of improvements done on SINTRA are: (a) removal of redundant work among processors by ensuring
fairness through the use of threshold public encryption, and (b) removal of suboptimal instantiation of the
Asynchronous Common Subset (ACS) module.

The ACS essentially lets processors decide on a common subset of requests. Honeybadger’s improve-
ment is achieved through the use of erasure codes and by the reduction of ACS to reliable broadcast rather
than multi-value validated Byzantine agreement. The reduction of ACS to reliable broadcast is due to Ben
Or et al. [18]. The ACS also requires binary agreement, and it uses the one by Mostefaoui et al. [97] which
uses a cryptographic common coin. The reliable broadcast algorithm is due to Bracha [26] combined with
erasure codes to enhance efficiency. Honeybadger employs cryptography, both for the common coin and
for the threshold encryption scheme that it uses in the top-level Honeybadger protocol. It assumes a trusted
dealer that delivers public keys and secret shares in an initial setup phase. HoneyBadger’s analysis shows
an O(N) communication bit/transaction complexity on its BAB protocol which is better than all previous
protocols, although the total communication complexity is the same as PBFT. The experimental analysis
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compares Honeybadger with PBFT and shows improvements in the number of transactions per second. It
is clearly stated that Honeybadger is targeted towards scenarios where computational power is ample and
communication throughput is the scarce resource, since this is regarded as the standard case for blockchain
settings. Honeybadger’s implementation uses an 80-bit protocol instead of the standard 128-bit [61].

BEAT [61] harnesses Honeybadger’s modularity by specifying alternatives for some of Honeybadger’s
modules (threshold encryption scheme, information dispersal service, etc.). In this way it presents 3 variant
protocols that are suggested to outperform Honeybadger, whilst also providing optimizations. In particular,
BEAT-0 changes the threshold encryption (which is acclaimed to be more secure and efficient than Hon-
eybadger’s), the coin flipping mechanism and the erasure coding support. BEAT-1 uses the plain Bracha’s
protocol [26] rather than the erasure-coded version of HoneyBadger. This provides an advantage in cases of
low contention and batch size. BEAT-2 pushes the cost of threshold encryption to the client side reducing
latency (with weaker liveness guarantees), whilst also achieving causal ordering. BEAT- 3 and BEAT-4
are presented as “BFT storage systems” replacing reliable broadcast with asynchronous verifiable informa-
tion dispersal based on fingerprinted cross-checksum. The authors differentiate between BFT storage (only
implementing reads and writes) from BFT SMR that can support arbitrary operations. BEAT’s suite of
protocols targets a more per setting/per application mentality rather than a one-size-fits-all approach. Their
experimental results reflect this approach with the expected improvements appearing in the corresponding
experiments (whilst differentiating batch size, contention, node numbers). Nevertheless, the improvements
are not always spectacular, especially as the number of malicious processors is increased.

Hashgraph [14] departs from the Honeybadger/BEAT approach where there are two protocols one for
broadcast and one for voting. Instead, they propose an algorithm that incorporates both. In particular,
communication takes place in a gossip manner. A processor p randomly selects another processor q, to
whom it communicates any information that p considers as unknown to q. Such information is stored in a
data structure called a “hashgraph”. This allows for a unique protocol incorporating both communication and
virtual voting. The information on the local hashgraph information allows processors to divide the requests
into decision rounds, based on how strongly the information gossiped appears among the processors in the
hashgraph. The protocol again uses public key cryptography.

EPIC [80] focuses on tackling an adaptive adversary, in the sense that the set of f processors that may
act maliciously during the system’s lifetime may be different at any instance of the computation. This is said
to differ from the static adversary tackled by HoneyBadger and BEAT where the set of malicious processors
is static during the computation. With this focus, EPIC also changes modules of HoneyBadger and tests the
impact of these changes.

Whilst the probabilistic approach bears many benefits, it also has its downsides. The fact that de-
terminism is lost, implies that the algorithm’s verification and analysis should now combine both the
(deterministically-orientated) assertion-based reasoning, as well as probabilistic analysis [84, 101]. More
importantly, randomized algorithms will guarantee the correctness of the protocol but will strive to pro-
vide guarantees on whether it terminates or not. Termination is guaranteed with high probability, but it
is not certain as is the case with deterministic algorithms [11]. Bypassing cryptography: While crypto-
graphic paradigms constitute a main tool in most BFT solutions, there are several claims that cryptography
is expensive computationally. A line of work striving to achieve signature-free BFT is an alternative to the
aforementioned norm (see next subsection). Ousting cryptography is bound to generate increased burdens
on communication with more messages required to compensate the loss of guarantees that cryptography
provided. Nonetheless, the trade-off may in some cases be well worth it, and only the setting and the ap-
plication can flip the coin towards cryptography or not. We note here that the signature-free protocols still
require basic authentication to ensure that a message received by a processor p from the common channel
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with some processor q, was not fed into the channel by some third processor.

3.2.3 Signature-free Randomized Consensus

As already mentioned, many works tackling Byzantine asynchronous SMR do this on top of atomic broad-
cast and/or consensus protocols. It is customary for these to be based on binary agreement. A specific group
of BFT/consensus/atomic broadcast protocols avoids the use of computationally expensive encryption meth-
ods (such as the commonly used threshold signatures) [107]. More specifically, it is (often) assumed that
authenticated communication links exist (i.e., a processor pi with a bidirectional channel with another pro-
cessor pj , will receive messages guaranteed to originate from pj not from another processor), but no further
cryptographic abstractions are used. For example a message from pi forwarded from pj to processor pk can-
not be confirmed either as originating from pi, or having remained unaltered. This approach, while avoiding
the computational burden of added cryptography, nevertheless, incurs extra costs on message exchanges in
order to ensure the validity of incoming messages.

Randomized Byzantine binary consensus. The already mentioned work by Ben-Or [18] does not em-
ploy advanced cryptographic paradigms. On the other side, it can take an exponential expected number of
round to terminate, since it only requires a local coin, i.e., one that provides a processor with a random
value independent of corresponding values given to other processors. Common coins on the other hand can
overcome this inefficiency, and require only a constant number of expected rounds. Possibly the first work
using a common coin for randomized binary consensus (a basic building block for SMR in many cases) was
by Rabin [105]. This though required signatures and was not optimal in resilience (f < n/10), but had
O(n2) message complexity and constant number of expected rounds. Signature-free solutions like the ones
of Berman and Garay [20] and Friedman et al. [66] also have a message complexity of O(n2), but are again
not optimally resilient, namely f < n/5.

Many of the early common coins required a trusted dealer, which, a priori, provides the participating
processors with a sequence of bits, in a setup phase. This trusted dealer assumption can be bypassed by
using distributed key generation like the one of [73], which implements an eventually perfect common coin.
Nevertheless, it is not known if a common coin can be obtained in a signature-free way in the asynchronous
setting. An interesting experimental comparison between local and common coins can be found in [92]. The
experiments showed that the local coin managed a very good performance given the exponential theoretical
bound on the rounds, and managed to surpass the computationally “heavier” shared coin in many cases. Yet
more experiments will be needed to give decisive results.

Bracha [27] on one hand, and Srikanth and Toueg [115] on the other, published in the same year (1987),
possibly the first signature-free optimal resilience binary Byzantine consensus protocols. A signature-free
asynchronous binary consensus protocol with optimal resilience is also given by Correia et al. [45] as an
appendix, since it is required for their atomic broadcast protocol. Mostefaoui et al. [97] provide an asyn-
chronous binary consensus, which for the first time, achieves optimal resilience, quadratic message com-
plexity and constant expected time, and also constant complexity of message size. The binary consensus
algorithm sits on top of a “double-synchronized binary-value broadcast”, which is constructed from basic
broadcast primitives. The overall idea of this broadcast protocol is that instead of tracking on which pro-
cessor broadcast a specific value, it only considers how many distinct processes have broadcast this same
value. Moreover, it ensures that a value delivered by a correct process was not broadcast by only malicious
processes. The consensus algorithm uses a common coin. In contrast to a first version of the algorithm [96],
which required a perfect common coin and did not accept message reordering, this version only requires
a weak coin and can tolerate message reordering. Tyler [48] experimentally evaluated this work, and has
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also proposed two alternative algorithms with the same qualities [49]. In a previous work, Mostefaoui and
Raynal [98] propose a randomized binary consensus algorithm that is based on validated broadcast, which
is more expensive communication-wise than reliable broadcast.

Building signature-free SMR and atomic broadcast on top of binary consensus. It is common to con-
struct atomic broadcast services modularly on top of multi-valued consensus and/or vector consensus, them-
selves using a binary consensus protocol. Song and Van Renesse [113] propose a multi-valued consensus
protocol that can call any binary consensus routine and “strongly” completes in one step, where the “strongly
one-step” execution is rigorously defined in the paper to be distinct from similar metrics of other papers. The
solution given is not optimal in resilience. Mostefaoui and Raynal [99] suggest another optimal resilience
signature-free reduction of multi-valued consensus to binary consensus.

Milosevic et al. [90] elaborate on the actual theory of reducing atomic broadcast to consensus. They
consider four different versions of the validity property of consensus and prove how each one of these is
equivalent, weaker or stronger to atomic broadcast. They also provide a reduction of their own. The Cachin
et al. [32] in SINTRA employ signatures to achieve atomic broadcast. Liang and Vaidya [79] consider a
synchronous time model. Patra et al. [103] presented an optimal resilience algorithm that is based on a
common coin scheme suggested to be more efficient than previous ones.

Correia et al. [45] provide a signature-free, asynchronous, leaderless, and optimal in resilience protocol
(i.e., n = 3f + 1) reducing atomic broadcast to vector-consensus and subsequently to multi-valued and then
to binary consensus. Bottom-up, the reliable broadcast protocol is assumed as existing. A binary consensus
algorithm is given as an appendix of the paper. It is a signature-free optimal resilience version of Bracha’s
algorithm [26], although it is noted that the coin-tossing scheme used (which is the one given by Cachin et
al. [33]) does not fully avoid cryptography since it is based the Diffie-Hellman problem.

The paper focus of the paper is on the reduction of atomic broadcast to multi-valued consensus. We
briefly describe the protocol, since it is indicative of how such protocols are structured. The multi-valued
consensus algorithm starts with an initialization phase and a reliable broadcast phase where processors send
their proposed value. Once n− f proposals have been received, if there exists a unique value supported by
n− 2f processors this is broadcast again, otherwise ⊥ is sent. Provided on whether or not a value common
to n − f processors was delivered, a binary value of 1 or 0 is agreed upon by calling the binary broadcast
protocol. The algorithm returns ⊥ if binary consensus returns 0, or otherwise (binary consensus returns 1)
the processor waits until at least n− 2f messages are received that support a specific value.

Vector consensus is agreement on a single vector of values rather than on a single value [59]. The
guarantees provided beyond agreement and eventual termination, concern validity: i.e., the vector of every
correct processor pi must (i) have at least f + 1 values proposed by correct processors, and (ii) the value
Vi[j] of the vector that corresponds to correct processor pj’s value as delivered by pi must be either pj’s true
value or ⊥. The main idea is that as messages responding to an initial call for vector values accumulate,
repeating calls to multi-valued consensus are performed with the vector as the value. When the multi-valued
consensus returns a non-⊥ value (i.e., an agreed upon vector) then this is returned as the agreed vector.

Atomic broadcast sits on top of vector consensus (although it could be build straight on top of multi-
valued consensus, but still the vector consensus functionality would have to appear). After the initialization
phase, whenever there are pending messages to be atomically broadcast, the protocol starts with a reliable
broadcast of the message and of the message number (which is a monotonically increasing integer counter).
Then the vector consensus algorithm is called with the set of hashes of the messages to be delivered. Once
all the messages that appear f + 1 times in the agreed vector have been received locally, they are atomically
delivered per the agreed order. The remaining messages are left for the next round of atomic broadcast,
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where rounds are again counted with an integer counter.
RITAS [93] is a stack of protocols that provide randomized Byzantine agreement. It is mostly based

on the signature-free protocols of Correia et al. [45]. In particular, the protocols of multivalued and vector
consensus are from [45], and minor modifications allow for atomic broadcast to be based directly on atomic
broadcast and not on vector consensus. RITAS provides implementations of these protocols. It also proposes
a reliable broadcast and an adapted binary consensus protocol from [27]. As such, it theoretically terminates
in an exponential number of communication steps [19, 27].

As the plethora of BFT papers from the past and the present, BFT (deterministic or randomized) is a
well-established and enduring replication technique. It also offers a wide scope for the interested researcher.
Nevertheless, BFT guarantees tolerance against malicious behavior only when the system’s assumptions are
obeyed. We turn towards another notion in fault tolerance, which aims at recovering the intended behavior
of an algorithm when the system’s assumptions are violated.

4 Self-stabilization

4.1 Introduction

Fault-tolerant systems, let them be distributed ledger infrastructure, cloud-based systems, databases, or
other, will provide fault-tolerance guarantees only if specific assumptions hold. It is possible that in some
instances system assumptions are violated. For example, a system might be tolerant to some number of
failures of its processing entities, or to less than a third of those exhibiting malicious behavior. This is
a rather most of the times uncontrollable. The same holds for assumptions on bounded churn rates, i.e.,
bounded rates of processors’ joins and leaves/crashes. Another example is systems that offer guarantees
“with high probability”, e.g., error detection.

While such assumptions may be sufficient for long periods of a system’s lifetime, some rare violations
cannot be completely ruled out. Albeit, each of these sporadic instances may have detrimental effects, oc-
casionally lethal [125]. (Note that their “extreme” rarity is actually disputed [60], i.e., they might occur
more often than their theoretical estimates.) For example, a soft error (some accidental bit-flip) may force
a counter to acquire its maximal value, and thus drive the system to either non-progress or to a permanent
violation of the system’s safety properties. A corrupt program counter or program variable can bring the
system to an arbitrary state from which it cannot recover, since it was not anticipated by the system’s design-
ers [25, 125]. The system remains useless, requiring human intervention to recover and personnel to always
be on-call. Self-stabilizing systems [53, 55, 111] are designed to automatically recover the system back to
its working state and desired behavior, from any given state it may end up to after an unanticipated failure.
Such systems have a comprehensive approach towards faulty system states. These are states that system
designers usually consider as impossible to reach or fail to consider at all. In this way, self-stabilizing sys-
tems guarantee convergence to a legitimate system state starting from any possible system state, and closure
when this legitimate state has been reached, and until the guarantees of the system are violated again [9].

Impressively, this approach can even cope with the standard designers’ assumption that the system and
its variables are initiated to a consistent system state. In general, automatic recovery reduces the cost of
recovery, and most possibly the off-time, making systems more available, and provides added-value as
far as their maintainability is concerned [86]. The self-stabilization research community has produced many
results for a plethora of problems that are fundamental to distributed computing. SMR, as might be expected,
has drawn the attention of many members of the self-stabilization community that aim to enhance existing
solutions with the stabilization property. In the sequel, we will review related work.
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For completeness, we add a couple of lines on the historical background of self-stabilization: Edsger
Dijkstra [53], [51, p. 313] was the first to identify the self-stabilization property for distributed algorithms
while solving the mutual exclusion task. Leslie Lamport [76] commenting on Dijkstra’s paper, held it to be
Dijkstra’s “most brilliant work”, and “a milestone in work on fault tolerance”, as well as a “very fertile field
for research”. Lamport’s characterization drew attention to self-stabilization and the distributed computing
community has seen a mounting number of published research papers on self-stabilization (including an
annual conference dedicated to self-stabilization). Many fundamental protocols that enable the existence of
the internet (e.g., routing protocols) are self-stabilizing [36, 39, 104].

4.2 Self-Stabilizing BFT

The few attempts to tackle the problem of self-stabilizing BFT are very recent. Binun et al. [22] assume
a semi-synchronous setting to bypass the FLP impossibility, i.e., the system’s lower and upper message
delivery delays are known. The algorithm has optimal resilience with n = 3f + 1. They employ the
self-stabilizing Byzantine-tolerant clock synchronization algorithm from [58] to enforce a new instance of
Byzantine agreement upon every clock pulse. The algorithm requires that n instances of BFT are initiated
in order to reach to an agreed vector of histories. Once this history is received, the changes instructed by
the requests in the history are applied to the replica. The BFT version avoids the use of private/public key
cryptography by using a rotating leader and information secure methods.

A second work by Dolev et al. [56], follows the PBFT protocol [37]. The setting is asynchronous and
the algorithm uses failure detection to monitor whether the leader is acting maliciously. A major challenge
in self-stabilizing BFT is that a processor which is in an arbitrary state, cannot make apart between cor-
ruption caused due to this arbitrary state and malicious messages from malicious agents. This is especially
challenging.

The algorithm comprises of a view change module that monitors the view of the system. The view
is a bounded integer counter that corresponds to the identifier of a processor, such that the processor with
the corresponding identifier is considered the leader. This module is responsible for the convergence of the
processors to a unique default view in the case where there is a transient fault. It is also responsible to change
the view when the failure detector requires it, i.e., either when the leader fails to process pending requests, or
when it is not responsive. To this end it leverages on a Θ-failure detector that counts and compares message
exchanges in order to avoid using timeouts. The replication module follows the three phase protocol of
PBFT, with the additional task of monitoring for local state corruption, in which case a reset is triggered.

Recent work by Lundström et al. [82, 83] provides self-stabilizing reliable broadcast and binary consen-
sus (with the “indulgence” and “zero-degradation” characteristics). These algorithms can form the basis for
asynchronous randomized SMR, but they are not Byzantine tolerant.

4.3 Randomized Self-stabilization

There has been extensive work on algorithms that handle both self-stabilization and randomization. Never-
theless, a distinction must be drawn between a self-stabilizing randomized algorithm, which is an algorithm
that is probabilistic (usually) towards its termination and deterministic in its convergence (e.g., [120]), and
a randomized self-stabilizing algorithm. The latter is randomized towards stabilization, i.e., it convergences
with some high probability. For example, Herman [70] presents a token-passing algorithm in a synchronous
anonymous ring that achieves convergence with probability 1 using local coin flips.

There are two definitions for a randomized or probabilistic self-stabilizing algorithm:
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(a) Expectation-based: An algorithm is randomized self-stabilizing for a task if starting with any system
configuration and considering any fair scheduler, then the algorithm will reach a safe configuration
within an expected number of rounds bounded by some constant (possibly dependent on the number
of the system’s processors) [55, 71].

(b) Probability-based: A protocol is said to be probabilistic self-stabilizing if eventually it converges to a
legitimate configuration with probability 1 [70, 123].

The above definitions suggest that convergence is probabilistic.
Beauquier et al. [16] provide a complete model framework for proving the self-stabilization of random-

ized protocols. (The framework was used in several previous papers as well, e.g., [15]). The model clearly
distinguishes between the scheduler (in this case a non-deterministic one) and the algorithm’s behavior (a
randomized one). The approach is demonstrated on two randomized self-stabilizing algorithms on rings,
one for leader election and one on token circulation, with the protocols being optimal in space. Whilst
Beauquier et al. [16] work with shared memory, Mayer et al. [88] present a similar leader election algorithm
in the message-passing model. The above works do not consider failures.

Ben-Or et al. [19] construct a Byzantine tolerant digital clock synchronization algorithm that has optimal
(i.e., constant) convergence time and optimal resilience. They implement a common coin in a synchronous
setting based on a global beat system. It is left as an open problem whether their method can be tuned to
solve the problem in an asynchronous setting.

On the theoretical side, Dolev and Tzatchar [57] target self-stabilizing protocols that employ random-
ization to achieve convergence in the presence of Byzantine nodes, and confine the use of randomization
only to the period of convergence and not after this. This adaptive method is demonstrated on the token
passing algorithm by Herman [70] and on the clock synchronization algorithm by Ben-Or et al. [19]. Ya-
mashita [123] and Devismes et al. [52] suggested a way to construct probabilistic self-stabilizing algorithms
from weak-stabilizing algorithms that guarantee stabilization only in the best case and in the absence of
failed processors. In a recent work, Volker [120] presented a scheme transforming local randomized algo-
rithms to self-stabilizing randomized algorithms that are deterministic towards their convergence. Again
faults are not considered beyond transient ones.

5 Towards a Randomized Self-Stabilizing BFT Solution - Challenges

We have already given the motivation for the development of self-stabilizing systems. Together with all the
vulnerabilities that a system can have, we underline a specific assumption that may be violated specifically
in a Byzantine-tolerant system: Based on the well-known impossibility result of [78], less than a third of
processors may be malicious. This assumption, though, cannot be controlled in any way. Its violation is
a transient fault and can lead the system to an arbitrary state. As such, a self-stabilizing system can re-
cover the system to an expected (safe) state. There is existing work on stabilizing consensus and agreement
algorithms [5, 13, 17, 54, 112]. Nevertheless, it usually considers non-Byzantine, or synchronous environ-
ments, and whenever asynchronous Byzantine settings are considered, they do not align with the suggested
approach on a randomized self-stabilizing Byzantine-tolerant SMR protocol.

Main Challenges. The suggested objective must circumvent a series of impossibility results [62, 65, 78].
We note the following challenges and limitations.

1. Most solutions of BFT, Byzantine consensus and atomic broadcast are dependent on cryptogra-
phy, with most recent solutions using threshold encryption. This is an important obstacle for self-

12



stabilization at the current timeframe. To this point there is scant research on self-stabilizing crypto-
graphic protocols [29].

2. Randomization requires a stream of random bits. Building a common coin with a fixed number of
rounds (like in Rabin [105]) requires secret sharing or other similar methods employing cryptographic
paradigms, which to this moment are non-existent in a self-stabilizing form (and may indeed be proven
impossible in the future). A starting point could be made by employing Ben Or’s local coin approach,
which, nevertheless, induces a theoretical exponential number of rounds to terminate. We have already
noted that, in many cases, the difference between local and shared coin algorithms is suggested to be
only theoretical and not practical (Section 3.2.3).

3. Some non-stabilizing protocols require unbounded local memory or channel capacity. This is incom-
patible with self-stabilization which requires bounded capacity links [55, Chapter 3.2].

4. Distinguishing malicious behavior is not easy in such a system, since corrupt values in communica-
tion links may result from either malicious processors or arbitrary faults [62]. Since the approach is
randomized and not based on detecting malicious behavior, detection is focused on self-stabilization
and understanding corruption of the system’s state.

A final word. The current survey followed the state-of-the-art in distributed ledgers, and the revived in-
terest in Byzantine-tolerant state machine replication. We underlined the need for a holistic fault-tolerance
approach for the critical socio-economic services that these systems are projected to deploy. In one sense,
this approach culminates in Byzantine-tolerant self-stabilizing protocols. Performance and ease of imple-
mentation are important issues that define the future of any such solution, with results suggesting that the
additional performance cost of self-stabilization is far outweighed by the added guarantees [67]. The focus
on randomized protocols, informs us of a range of existing randomized solutions that may prove suitable as
a basis to produce corresponding self-stabilizing solutions.
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